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ABSTRACT

Motivated by the key role of western boundary currents in shaping water mass distribution and gyre water exchanges, this study characterizes mixing in an idealized western boundary current jet using a barotropic quasigeostrophic model with numerical particles deployed. Both the nonlocality of mixing, depicted by nonlocality ellipses, and mixing anisotropy, depicted by mixing ellipses, are estimated. Mixing is more nonlocal within the jet compared to the jet flanks. In general, the size of nonlocality ellipses, a metric of the degree of mixing nonlocality, scales with the eddy velocity magnitude and the equilibration time for diffusivity. The tilt and eccentricity of the nonlocality ellipses, a characterization of the anisotropy of mixing nonlocality, agree with those of momentum flux ellipses in the regions where mixing nonlocality is small. Mixing ellipse characteristics are flow regime dependent. In regions dominated by wave radiation, the mixing ellipses align with the contours of the wave streamfunction and are very anisotropic. Inside the recirculations, however, the mixing ellipses are nearly isotropic. Mixing ellipses are zonally elongated in the jet upstream because of the suppression of cross-jet mixing by the jet and the anisotropy of eddy velocity, and they can have negative minor axis length in the jet downstream, indicating negative cross-jet eddy diffusivity, which is consistent with upgradient eddy fluxes there. Thus, despite significant spatial heterogeneity in mixing nonlocality and anisotropy, in this idealized system at least, spatial patterns in these diagnostics tend to be relatively large scale and tied to larger-scale dynamics. The implications of these results to eddy parameterization and jet dynamics are discussed.

1. Introduction

Oceanic jets are prevalent in the World Ocean and play an important role in the climate system. Jets in some oceanic regions are latent, that is, only manifest themselves in the time-mean flow field, such as those in the central Pacific (e.g., Maximenko et al. 2005; Kamenkovich et al. 2009; Berloff et al. 2009; Chen et al. 2015a). Others are intense and clearly visible in the flow snapshots, with notable examples in the energetic oceanic regions such as in the western boundary current (WBC) extensions and in the Antarctic Circumpolar Current (ACC). These intense jets have extremely large along-jet transports, are an importance energy source to the eddy field through instability processes, and can serve as cross-jet transport barriers (Bower et al. 1985; Gille et al. 2007; Thompson 2008; Chen et al. 2014a,b, 2016). As a consequence, these jet flows greatly regulate the global tracer and energy budgets and thus climate variability.

Unsurprisingly, many studies exist about the dynamics and consequences of these strong jets. Topics include, but are not limited to, their spatiotemporal structures, interaction with topography, and energy exchange with eddies (e.g., Watts et al. 1995; Killworth and Hughes 2002; Howe et al. 2009; Jayne et al. 2009; Thompson 2010; Qiu and Chen 2010; Venaille et al. 2011; Waterman et al. 2011; Thompson and Sallée 2012; Tracey et al. 2012; Chen et al. 2014a). In particular, transport and mixing across jets, as well as the role of jets in regulating cross-jet transport and mixing, have received much attention.
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recently, as cross-jet mixing is critical to the meridional transport of heat and other tracers across the ACC and WBCs. For example, Samelson (1992) evaluated the effect of the frequency of meander fluctuations in cross-jet exchange, and Rypina et al. (2011) characterized the important role of the Gulf Stream in the fluid exchange between subtropical and subpolar gyres. Further, the horizontal and vertical structures of isopycnal eddy diffusivities across the jets have been estimated in the Southern Ocean, Kuroshio Extension (KE) regions, and idealized circumpolar current by multiple studies (e.g., Gille et al. 2007; Abernathey et al. 2010; Griesel et al. 2014; Chen et al. 2014b; LaCasce et al. 2014; Wolfram and Rypina 2017). Much theoretical effort, based on the critical layer concept from Green (1970), has also been made toward quantifying the role of the jet in cross-jet mixing (e.g., Ferrari and Nikurashin 2010; Klocker et al. 2012a; Bates et al. 2014; Chen et al. 2015b).

The full diffusivity tensor $\kappa_{ij}$, in addition to the diffusivity in the cross-jet direction, is important for characterizing eddy mixing rates. In the Eulerian framework, the Eulerian eddy diffusivity tensor $\kappa_{ij}^E$ is defined as a mixing coefficient that relates the eddy tracer fluxes to the mean tracer gradient in the form

$$u' C' = -\kappa_{ij}^E \frac{\partial}{\partial x_j} \overline{C}, \quad (1)$$

where $u' C'$ are the eddy tracer fluxes with $u'$ and $C'$ as the eddy velocity and eddy tracer perturbations, respectively, and $\overline{C}$ denotes the mean tracer concentration. The meridional overturning circulation and climate variability in coarse-resolution models are sensitive to the specification of this mixing coefficient (e.g., Danabasoglu and Marshall 2007). Since the full diffusivity tensor, and not just its cross-jet component, needs to be implemented in coarse-resolution climate models, characterizing and understanding $\kappa_{ij}$ is no less important than characterizing and understanding the diffusivity’s cross-jet component for the task of representing eddy mixing effects in models.

Mixing ellipses, derived from the symmetric part of $\kappa_{ij}$, are a useful tool to reveal the dominant magnitude, anisotropy, and direction of eddy mixing rates. Using altimeter observations of sea surface height, Rypina et al. (2012) estimated mixing anisotropy in the North Atlantic. Mixing ellipses have also been depicted in an idealized circumpolar channel (Abernathey et al. 2013) and midlatitude basin models (Wolfram et al. 2015). However, studies characterizing $\kappa_{ij}$ and mixing ellipses in the WBC jet regions are lacking. In particular, the factors controlling mixing anisotropy, anticipated to be large in zonally elongated, highly anisotropic systems like WBC jets, remain largely unclear. Furthermore, theories built upon the critical layer concept are mostly used to discuss the role of the jets in regulating cross-jet mixing, not the full diffusivity tensor (e.g., Green 1970; Ferrari and Nikurashin 2010; Klocker et al. 2012a; Bates et al. 2014; Chen et al. 2015b). Motivated by these gaps, this study aims to estimate the full diffusivity tensor $\kappa_{ij}$ and its corresponding mixing ellipses in an idealized model of a WBC jet and in particular to assess the role of the jet in shaping the anisotropy of the mixing. As summarized in the abstract, we find that mixing ellipse characteristics differ much in the three dynamical regimes of an idealized barotropic jet system (jet area, recirculation gyre, and wave radiation regime). Details and corresponding dynamics are provided in section 5.

In addition to estimating the anisotropy of mixing via the diagnosis of the full diffusivity tensor and its corresponding mixing ellipses, we also aim to quantify the nonlocality of mixing in WBC jet regions. One assumption inherent in the diffusivity/parameterization concept is that eddy fluxes can be represented by a diffusivity coefficient multiplied by a local tracer gradient. However, expanding eddy tracer fluxes into a form employing Green functions clearly reveals that the eddy tracer flux at a given point depends on both local and nonlocal large-scale tracer gradients (e.g., Kraichnan 1987; Chen et al. 2015b). Further, Lagrangian eddy diffusivities are also inherently nonlocal because diagnosing Lagrangian diffusivities involve the integration of a Lagrangian autocorrelation function over a finite time period, and thus diffusivities are derived from particle trajectories that span a finite area (Rypina et al. 2012; Chen et al. 2014b). It is important to access the nonlocality of mixing to evaluate the validity of the local assumption inherent in Eq. (1), to intelligently interpret our diagnoses of the Lagrangian diffusivity in heterogeneous systems, and to consider the practicalities of including nonlocality in future eddy parameterizations. As a first step toward these goals, in this study we depict and discuss the factors controlling the characteristics of mixing nonlocality in an idealized WBC jet. In this configuration, we hypothesize that mixing inside the jet is significantly nonlocal because of the strong advection by the intense jet flow.

To evaluate the anisotropy of the diffusivity tensor and its nonlocality in WBC jets, we chose to use a highly simplified, idealized model, specifically a barotropic, quasigeostrophic (OG) model of a free inertial jet. In reality, WBCs have complex spatiotemporal characteristics influenced by many factors (e.g., coastline curvature, topography, remote wind forcing, and low-frequency oscillations between stable and unstable states; see, e.g., Qiu and Chen 2010; da Silveira 2013; Chen et al. 2014b). We are motivated to use a simple model that does not include these complicating influences instead of a realistic eddying
general circulation model that does allow us to focus on basic mixing dynamics inherent to these jet systems generally. A series of previous studies (e.g., Waterman and Jayne 2011; Waterman and Hoskins 2013) have demonstrated that this model, though idealized, is a useful tool and can lead to dynamical insights relevant to realistic WBCs. For example, the model has been used to elucidate the eddy–mean flow interaction processes that allow eddies to extract energy from the mean flow in the upstream region of the jet and feed energy back to the mean flow in the downstream region of the jet. This phenomenon is also found in both a realistic global eddiy state estimate and satellite observations (e.g., Chen et al. 2014a).

The diffusivity tensor $\kappa_{ij}$ can be estimated from a number of different methods including the multitracer method (e.g., Bachman and Fox-Kemper 2013), the particle approach (e.g., Chen et al. 2014b), and the special tracer approach (Chen and Flierl 2015), among others. In this study, we deploy numerical particles in our idealized model and infer $\kappa_{ij}$ from the particle trajectories. Compared to the methodology of Chen et al. (2014b), our mixing diagnosis approach is novel in that we infer more local mixing rates and we remap the diffusivities to take into account mixing nonlocality (see section 3). The more local mixing rates are obtained because of using equilibration time in the calculation of $\kappa_{ij}$ (section 3).

This paper is organized as follows: Section 2 introduces the idealized WBC jet model and describes the method employed to obtain numerical particle trajectories in the modeled jet flow. Section 3 presents the methods used to estimate the nonlocality and anisotropy of mixing from these trajectories. Section 4 estimates and interprets the nonlocality of mixing in this system by characterizing and interpreting the properties of the nonlocality ellipses. A simple scaling predicting the size of the nonlocality ellipse is provided. The nonlocality ellipses are also compared with momentum flux ellipses, a related, but inherently Eulerian diagnostic. In section 5, we characterize and interpret the mixing ellipses diagnosed in the model as a function of the various dynamical flow regimes. Section 6 provides a summary and discussion of our results and conclusions.

2. Model description

a. Idealized WBC jet model

The idealized WBC jet model we employ is a non-dimensionalized, barotropic, QG model of a freely evolving, unstable, inertial jet forced by a specified jet profile imposed at the western boundary of the study domain. This model has been extensively studied by Waterman and Jayne (2011), Waterman and Hoskins (2013), and Waterman and Lilly (2015), in which the model setup and its relevance to a typical real-world WBC jet have been described in detail. In brief, the model is governed by the equation for the conservation of potential vorticity in barotropic flows:

$$\frac{\partial}{\partial t} q + J(\psi, q) = -R \nabla^2 \psi,$$

where $q$ is the barotropic potential vorticity (PV) $q = \nabla^2 \psi + \beta y$. Here, $\psi$, $\beta$, and $R$ are the nondimensional values of the streamfunction, the meridional gradient of planetary vorticity, and bottom friction coefficient, respectively. The quantity $\beta$ is equal to $\beta_{dim} L^2 / U$, where $\beta_{dim}$ is the dimensional meridional gradient of the Coriolis parameter, and $L$ and $U$ are dimensional scalings of the model, commonly taken to scale the width and velocity magnitude of the inflowing jet. A choice of $L = 40$ km and $U = 1$ ms$^{-1}$ makes the model jet’s dimensionalized jet scales typical of WBC jet values. In the specific model run considered here, the nondimensional $\beta$ parameter is set to 0.05, and $R$ is $1 \times 10^{-6}$. For reference, the Gulf Stream has a value of nondimensional $\beta$ in the range of 0.02–0.13 (Flierl et al. 1987), and a nondimensional value of $R$ of this magnitude implies a dissipation time scale of the order of 10 years. The width and length of the numerical domain are 150 and 80 nondimensional length units (ndlus), respectively, with highly dissipative sponge layers of width 10–20 ndlus set at all four lateral boundaries. This domain size allows for the upstream dynamics, which we study (the full development of eddies generated by the jet’s instability and the subsequent stabilization of the jet by these eddies and a regime of wave radiation downstream) to be insensitive to both the domain size and the lateral and downstream boundary conditions. The sponges allow us to simulate open-ocean conditions, dissipating the energy radiated from the jet as opposed to allowing it to reflect back into the interior. Results presented in this work are based on model output for 5000 nondimensional time units (ndtus) at a temporal interval of 1 ndtu in the equilibrated state. They thus are representative of the dynamics of the statistically steady state of the turbulent flow.

Figure 1 shows the time-mean circulation and eddy kinetic energy (EKE) patterns in the model run we analyze in this study, which are similar to Fig. 3a in Waterman and Lilly (2015). Here, the time-evolving flow is turbulent and its energy source is the barotropically unstable jet imposed at the western boundary. The time-mean circulation is characterized by two recirculation gyres respectively located at the northern and southern flank of the strong zonal jet in the upstream region of the domain. Both the instantaneous and time-mean jet flow is strong in the upstream region ($x \approx 30$). Downstream of this location, it gradually gets weaker as $x$ increases. The strongest eddy kinetic energy
occurs on the jet axis between $x \sim 30$ and $x \sim 50$, where the jet is relatively weak.

The dominant eddy–mean flow interaction processes in this model have been extensively examined in previous studies (e.g., Waterman and Jayne 2011; Waterman and Hoskins 2013; Waterman and Lilly 2015) and include eddy generation by the jet’s instability, the stabilization of the jet by these eddies after they have grown to sufficient amplitude, and the eddy strengthening of the time-mean jet in a downstream region of localized wave radiation from the meandering jet. These previous works reveal that from the perspective of eddy properties and dominant mechanisms of eddy–mean flow interaction, it is useful to characterize this system as being composed of three distinct dynamical regimes: the jet, the two recirculation gyres on the jet flanks, and the wave radiation regime in the remaining part of the domain (see Fig. 1).

### b. Particle trajectory calculations

Both tracer-based and particle-based approaches to characterizing the eddy diffusivity have been employed in previous mixing studies (see, e.g., Abernathey et al. 2013). The tracer-based approach introduced by Nakamura (1996) can usefully infer effective diffusivities across the tracer contours by calculating the evolution of tracer contours with time. However, its estimation of mixing rate across tracer contours has very low spatial resolution, and it cannot be used to estimate mixing rates along tracer contours or the full diffusivity tensor $\kappa_{ij}$ (e.g., Shuckburgh et al. 2009; Abernathey et al. 2010). To overcome these limitations, one can use multiple tracers with different initial tracer gradients, allowing one to estimate all the components of $\kappa_{ij}$ based on the flux–gradient relation.

However, diffusivities from this approach are sensitive to the specification of the initial tracer concentrations (e.g., Bachman 2012; Bachman and Fox-Kemper 2013; Plumb and Mahlman 1987). Many studies have demonstrated that the single-particle approach to characterizing eddy diffusivity is useful for obtaining converged diffusivity estimates in any direction in both realistic and idealized scenarios (e.g., Oh et al. 2000; Zhurbas and Oh 2003; Katsumata and Yoshinari 2010; Qian et al. 2013; Chiswell 2013; Chen et al. 2014b, 2015b; Griesel et al. 2010), assuming a large number of particle trajectories is considered (e.g., Klocker et al. 2012b; Chen et al. 2014b). We chose to use this approach in this study.

Following Sallée et al. (2011), we use an offline particle advection approach to generate particle trajectories in the model flow. The particles are released at a spatial resolution of 0.2 ndlu × 0.2 ndlu in the entire model domain and then advected by the total Eulerian velocities using the Runge–Kutta time-stepping scheme. Since particles in this work are advected by the total flow, the effect of mean flow on mixing is taken into account. We use a time step for the particle advection of 0.01 ndtu, which is a compromise between accuracy and computing constraints. Particle trajectories change little if we further decrease this time interval. Since the velocity fields are saved at model grid points at a temporal resolution of 1 ndtu, the velocities at the particle position at each time step are obtained through linear interpolation of the saved velocities in the spatial–temporal domain. In each ensemble run of the particle advection, these particles are advected for 500 ndtu, and this procedure is repeated 22 times at every 200 ndtus using the 5000-ndtu saved Eulerian model output. This yields a total of 22 ensembles of 500-ndtu trajectories of particles released throughout the model domain at a spatial resolution of 0.2 ndlu × 0.2 ndlu.

Figure 2 shows the total number of days that particles spend in each 2 × 1 ndlu bin. The particle day counts are $O(10^5)$, which are large enough for us to obtain converged diffusivity estimates. Although particles are deployed uniformly in the entire domain, the spatial variability of the total number of particle days is large. For example, the number of particle days is small in the upstream region of the jet because the particles are advected out of the bin quickly by the intense jet flow. In contrast, this count is relatively large in the recirculation gyre regions where the mean circulation is weak.

### 3. Methodology for mixing estimation

#### a. Estimating the eddy diffusivity tensor

**1) Diagnostic formula**

The single-particle diagnostic approach, developed by Davis (1987, 1991), has been successfully applied in a
to the case with inhomogeneity and mean flow. Note
that \(u'(t_0 + \tau| x, t_0)\) from Eq. (4) essentially denotes ve-
clocities of the particles subtracted from the “local” time-
mean Eulerian flow, not a spatially uniform mean flow.
This choice can minimize the dispersion from mean flow
shear and lead to improved convergence properties
(Griesel et al. 2010, 2014; Chen et al. 2014b). Readers
who are interested in shear dispersion can refer to
Young et al. (1982) and Rhines and Young (1983), who
analytically revealed interesting features of shear flow
dispersion in the context of closed streamlines, internal
waves, and so on.

2) PSEUDOPARTICLE TRAJECTORIES

Following a series of previous studies (e.g., Davis
1991; Griesel et al. 2010; Klocker et al. 2012b; Chen et al.
2014b), we chose to analyze pseudoparticle trajectories.
Specifically, we consider particle positions at every 20
ndtus as a starting point of a new trajectory and then
track the particle forward for 150 ndtus. Illuminating
diagrams to illustrate the concept of pseudotrajectories
are available in Griesel et al. (2010) and Klocker et al.
(2012b) and thus not included here. Our calculation of
\(\langle \cdot \rangle_L\) in Eq. (4) is essentially the average over these
pseudotrajectories.

The approach of pseudotrajectories has the following
advantages (Chen et al. 2014b). First, this method greatly
increases the number of trajectories available for the dif-
funess estimates and thus one can obtain converged dif-
funess estimates at higher spatial resolution. Second, note
that eddy diffusivities estimated from trajectories starting at
t_0 essentially represent eddy diffusivities for the time period
t_0 \in [t_0, t_0 + \tau_2] [Eq. (3)]. Pseudotrajectories consider the
particle positions every 20 ndtus as a new starting point t_0,
whereas the original trajectories only consider particle
positions every 200 ndtus as a new starting point t_0 (section
2b). Since each particle trajectory contributes to multiple
pseudotrajectories, diffusivities inferred from pseudo-
 trajectories are essentially the average over a much larger
number of members at a much finer temporal resolu-
tion (i.e., every 20 ndtus). Therefore, the average of
eddy diffusivities from the pseudotrajectories, com-
pared to that from original trajectories, more accu-
raely represent the time-mean mixing structure.

In our diffusivity estimation, pseudotrajectories con-
aining points in the sponge layers are not used, as the high
damping rates in the sponges are not necessarily relevant
to real-world western boundary current dynamics, and
thus including these tracks could lead to biases in our
mixing estimation. In contrast to Chen et al. (2014b), we
use only forward, not backward, pseudotrajectories because
in the upstream region of the jet where advection by the jet
is large, the particles are advected downstream so fast that
there are no backward tracks with a length of 150 ndtus and a starting point in the upstream jet region. Though we present results based on pseudotrajectories by selecting a new starting point every 20 ndtus, we have also reduced the number to every 10 ndtus and every 5 ndtus and found that our estimates are not sensitive to this change.

3) CHOICE OF AVERAGING BINS: ADAPTIVE VERSUS GEOGRAPHIC

To obtain converged diffusivity estimates, we need to average the Lagrangian autocorrelation in Eq. (4) over a region with finite area (i.e., a bin) that contains an adequate number of pseudotrajectories. One issue is how to divide the domain into bins in such a way as to ensure adequate convergence of the diffusivity estimates while maintaining as high a spatial resolution in the diffusivity estimate as possible. One natural choice is to divide the domain into regular geographic bins (e.g., McClean et al. 2002; Zhurbas and Oh 2003). That is, one divides the entire study domain into rectangular boxes, with the same size and shape. Note that although particles are uniformly deployed in the study domain, the number of particle days in each regular geographic bin has large spatial variability (e.g., small in the intense jet) because of the flow inhomogeneity (not shown). Thus, the number of pseudotrajectories in each geographic bin can differ greatly. In this case, the uncertainties of diffusivity estimates have large variability among different bins, and the percentage of bins with converged diffusivity estimates can be low. This issue has been discussed in detail in Chen et al. (2014b). To address it, following Chen et al. (2014b), we chose to use the so-called adaptive bins originating from Koszalka and LaCasce (2010).

Compared to geographic bins, the shape of adaptive bins is irregular and their size can have large spatial variability. However, by construction, the number of pseudotrajectories in each adaptive bin is roughly uniform. Compared to using geographic bins, the use of adaptive bins yields diffusivity estimates with more consistent convergence and also more uniform uncertainty (e.g., Koszalka and LaCasce 2010; Chen et al. 2014b). Figure 3 shows the distribution of the adaptive bins we compute for our study domain. The adaptive bins are constructed using the starting points of these pseudotrajectories following the clustering algorithm from Koszalka and LaCasce (2010). For 71% of the adaptive bins, the number of pseudotrajectories contained ranges from 1300 to 1700, and for 94% of the adaptive bins, it ranges from 1200 to 1800. This visualization reveals that there is significant spatial heterogeneity in the adaptive bin distribution in this system. Adaptive bins are relatively sparse in the upstream jet region, as the number of particles within the jet is smaller than that outside of the jet because of the fast advection of particles by the jet flow (Fig. 2). The number of bins located near $x = 10$ and $|y| = 10$ is also small, as in these areas; some pseudotrajectories enter the sponge layer because of the westward advection of the recirculation gyres and are thus excluded in the bin generation and mixing estimation.

4) INTEGRATION TIME

Another issue is how to choose the time integration limits in the diffusivity calculation, that is, $[t_1, t_2]$ in Eq. (3). While Chen et al. (2014b) arbitrarily chose $[t_1, t_2]$ to be $[50, 69]$ days, here we chose it to be a function of the equilibration time of $k_{ij}$ and $\tau_{eq}$ specifically $[\tau_{eq} - 15 \text{ ndtus}, \tau_{eq} + 15 \text{ ndtus}]$. In this way, the integration limits of the diffusivity tensor changes with both the location and the component of the diffusivity tensor in question. Although diffusivity is a nonlocal concept, as it involves integrating the Lagrangian diffusivity tensor for a finite time period $[0, \tau]$, this choice keeps the diffusivity estimates as local as possible.

The equilibration time $\tau_{eq}$ characterizes the time it takes for the particle velocity at $\tau$ to decorrelate from its velocity at $\tau = 0$. We determine $\tau_{eq}$ as follows: The value of $k_{ij}(\mathbf{x}, \tau)$ changes as $\tau$ increases and then it becomes insensitive to $\tau$, when the particle velocity at $\tau$ decorrelates from its velocity at $\tau = 0$. This leveling off is typically termed the convergence of $k_{ij}(\mathbf{x}, \tau)$. The detailed criterion to judge whether $k_{ij}(\mathbf{x}, \tau)$ has converged at $\tau \in [t_1, t_2]$ is provided in the appendix of Chen et al. (2014b). In brief, we choose $t_2 = t_1 \pm 30 \text{ ndtus}$ and if the rate of change of $k_{ij}(\mathbf{x}, \tau)$ over $\tau \in [t_1, t_2]$ through least squares fit is smaller than the minimum value of $2\hat{\sigma}(\tau)$ over $\tau \in [t_1, t_2]$, we consider that $k_{ij}(\mathbf{x}, \tau)$ is converged at $\tau = (t_1 + t_2)/2$. The term $\hat{\sigma}(\tau)$ is the error bar of $k_{ij}(\mathbf{x}, \tau)$ at the 95% confidence level determined from the bootstrapping technique (Chen et al. 2014b). The smallest $(t_1 + t_2)/2$ with converged $k_{ij}(\mathbf{x}, \tau)$ is termed as the equilibration time for $k_{ij}(\mathbf{x}, \tau)$, that is, $\tau_{eq}$.
Take Fig. 4 as an example: \( k_{yy} \) starts leveling off at \( t = t_{eq} \), indicated by the blue vertical lines in Figs. 4a1 and 4b1. In some cases, \( k_{yy} (t) \) only levels off for a limited time period. For example, in Fig. 4b1, the value of \( k_{yy} (t) \) increases at \( t \) \([0, t_{eq}]\) and equilibrates at \( t \) \([40, 100]\) ndtus and then starts increasing again at \( t > 100 \) ndtus. Therefore, diffusivities based on \( t_{eq} \) can be considered to be the as local as possible diffusivity estimates.

b. Estimating the nonlocality of mixing

1) NONLOCALITY ELLIPSES

As stated in section 1, Lagrangian eddy diffusivities are inherently nonlocal, as diagnosing \( \kappa_{ij} \) involves integrating a Lagrangian autocorrelation function over a finite time period and pseudotrajectories generally drift away from the bin centroid as \( t \) increases. The Lagrangian mean trajectory, which refers to the trajectory of the centroid of the pseudotrajectories from the corresponding adaptive bin, is an elementary way to illustrate mixing nonlocality. It can be calculated from

\[
x_L(\tau) = \frac{\sum_{i=1}^{N} x_i(\tau)}{N}, \quad y_L(\tau) = \frac{\sum_{i=1}^{N} y_i(\tau)}{N},
\]

where \( x_L(\tau) \) and \( y_L(\tau) \) denote the Lagrangian mean trajectory. The terms \( x_i(\tau) \) and \( y_i(\tau) \) denote the zonal and meridional positions of the \( i \)th pseudotrajectory at the lead–lag time \( \tau \) for a specific adaptive bin. Figure 5 shows the Lagrangian mean trajectories for each adaptive bin from \( \tau = 0 \) to \( \tau = 60 \) ndtus. These trajectories starting from the intense jet and recirculation gyres extend a long distance because of the strong mean flow there, but those starting from the wave radiation region, where the mean flow is weak, are generally short (Fig. 5). Although these Lagrangian mean trajectories tend to largely follow the mean streamline, the deviation from the streamline is also nonnegligible. This is unsurprising since the Lagrangian and Eulerian mean flow generally differ from each other.

Note that the value of \( \kappa_{yy} \) is a function of the net characterization of a large number of pseudotrajectories from \( \tau = 0 \) to \( \tau = t_{eq} \), which collectively are termed the effective trajectories for a specific adaptive bin. From these effective trajectories, \( \kappa_{yy} \) is remapped from the bin centroid (magenta dot) to the track centroid (red dot). The red line denotes the Lagrangian mean trajectory estimated from all the pseudotrajectories, defined by Eq. (5).

FIG. 4. Illustrations of the concepts of equilibration time, effective trajectories, nonlocality ellipses, and remapping. (a1) The diffusivity tensor component \( \kappa_{yy}(\tau) \) (black) and its error bar at 95% confidence level (red) for the adaptive bin with centroid locating at \( x = 31 \) ndlus, \( y = 0 \) ndlu. The vertical line in blue indicates the equilibration time \( t_{eq} \). (a2) Trajectories of pseudoparticles originating from the adaptive bin, whose centroid is indicated by the magenta dot. Only 5% of trajectories are displayed here to make these trajectories visible. The portion of the effective trajectories corresponding to \( \tau < t_{eq} \) are colored green, and the portion corresponding to \( \tau > t_{eq} \) are colored black. The red ellipse is the nonlocality ellipse inferred from these effective trajectories. The ellipse center, indicated by the red dot, is the so-called track centroid. After diagnosing \( \kappa_{yy} \) from \( \kappa_{yy}(\tau) \), we remap its value from the bin centroid (magenta dot) to the track centroid (red dot). The red line denotes the Lagrangian mean trajectory estimated from all the pseudotrajectories, defined by Eq. (5). (b1), (b2) As in (a1) and (a2), but for the adaptive bin with the centroid locating at \( x = 31 \) ndlus, \( y = 4 \) ndlus.
FIG. 5. Lagrangian mean trajectories from $t = 0$ to $t = 60$ ndtus, inferred from all the pseudotrajectories at each adaptive bin. The red points denote the centroids of the adaptive bins, that is, the starting points of each Lagrangian mean trajectory. Annotations denoting points denote the centroids of the adaptive bins, that is, the starting points within the adaptive bin. As such, it is more for the adaptive bin at the magenta dot in Figs. 4a2 and 4b2. The mean value of $x_i(t)$ and $y_i(t)$ over all the effective trajectories for a bin is defined as the centroid of these effective trajectories, that is, the track centroid $(x_c, y_c)$, and is computed as

$$x_c = \frac{\int_{t_0}^{t_{eq}} \sum_{i=1}^{N} x_i(t) dt}{N\tau_{eq}}, \quad \int_{t_0}^{t_{eq}} x_L(\tau) \tau_{eq}$$
$$y_c = \frac{\int_{t_0}^{t_{eq}} \sum_{i=1}^{N} y_i(t) dt}{N\tau_{eq}}, \quad \int_{t_0}^{t_{eq}} y_L(\tau) \tau_{eq}.$$  

(6)

As in Chen et al. (2014b), we can then respectively define the variance of the zonal and meridional positions of all the effective trajectories relative to the track centroid:

$$\sigma^2_x = \frac{\int_{t_0}^{t_{eq}} \sum_{i=1}^{N} [x_i(t) - x_c(t)]^2 dt}{N\tau_{eq}},$$
$$\sigma^2_y = \frac{\int_{t_0}^{t_{eq}} \sum_{i=1}^{N} [y_i(t) - y_c(t)]^2 dt}{N\tau_{eq}}.$$  

(7)

Consistently, the cross variance of these particle positions relative to the track centroid is

$$\sigma^2_{xy} = \frac{\int_{t_0}^{t_{eq}} \sum_{i=1}^{N} [x_i(t) - x_c(t)] [y_i(t) - y_c(t)] dt}{N\tau_{eq}}.$$  

(8)

Finally, following Preisendorfer (1988), Morrow et al. (1994), and Chen et al. (2014b), we can respectively infer the variance of particle positions along the major and minor axes of a nonlocality ellipse, $\sigma^2_1$ and $\sigma^2_2$, from $\sigma^2_x$, $\sigma^2_y$, and $\sigma^2_{xy}$:

$$\sigma^2_1 = \frac{1}{2} \left[ \sigma^2_x + \sigma^2_y + \sqrt{(\sigma^2_x - \sigma^2_y)^2 + 4(\sigma^2_{xy})^2} \right],$$
$$\sigma^2_2 = (\sigma^2_x + \sigma^2_y) - \sigma^2_1.$$  

(9)

Collectively, the relationship between these variances can be visualized in the form of an ellipse with semimajor and semiminor axes $\sqrt{\sigma^2_1}$ and $\sqrt{\sigma^2_2}$ and an orientation of the major axis measured anticlockwise from the positive $x$ direction $\theta$ diagnosed from

$$\tan(\theta) = \frac{\sigma^2_1 - \sigma^2_2}{\sigma^2_{xy}}.$$  

(10)

In this way, mixing nonlocality can be described by three variables characterizing ellipse geometry: ellipse area, eccentricity, and tilt. The ellipse area $\pi \sqrt{\sigma^2_1} \sqrt{\sigma^2_2}$ quantifies the bulk degree of mixing nonlocality, the ellipse eccentricity $(\sigma^2_1 - \sigma^2_2)/(\sigma^2_x + \sigma^2_y)$ quantifies the anisotropy of the mixing nonlocality in a principal axes frame, and the ellipse tilt $\theta$ describes the direction along which this anisotropy is oriented.

As an example, we illustrate the nonlocality ellipse for the adaptive bin with the centroid at the magenta dot in Figs. 4a2 and 4b2. We place the center of the ellipse at the track centroid, indicated by the red dot, rather than at the bin centroid, indicated by the magenta dot, as the nonlocality ellipse is best interpreted as representing the variance of particle positions relative to the track centroid. Our analysis indicates that, in this idealized jet model, the shape and orientation of the nonlocality ellipses are to a large extent similar among the four $\kappa_{ij}$ components (section 4). On the other hand, since nonlocality ellipses strongly depend on the equilibration time [Eqs. (6)–(10)], and because this differs among the four $\kappa_{ij}$ components, the size of the four nonlocality ellipses for the four $\kappa_{ij}$ components at a given location can be quite different (see section 4 for details).

2) MIXING ESTIMATE REMAPPING

The recognition that the track centroid, as opposed to the bin centroid, is a better representation of the spatial location of the diffusivity estimate, motivates a remapping of our diffusivity estimates. Consider the following: each adaptive bin contains the starting point of a number of pseudotrajectories and thus corresponds to a distinct estimate of the diffusivity tensor $\kappa_{ij}^\tau$. This estimate, however, is a representation of the mixing characteristics in the area covered by the entire span of these effective trajectories (a function of the equilibration time of $\kappa_{ij}^\tau$ and the particle advecting velocity), which can be significantly larger and significantly shifted from the bin centroid characterizing the trajectories’ starting points within the adaptive bin. As such, it is more
reasonable to assign the obtained diffusivity value to the center of the nonlocality ellipse, that is, the track centroid defined by Eq. (6), which characterizes the span of the effective trajectories, as opposed to the bin centroid, which characterizes where the effective trajectories originate. An example of the impact of this remapping is shown in Fig. 4, where we remap $\kappa'_{yy}$ for the selected adaptive bin from the bin centroid (magenta dot) to the track centroid (red dot).

The distance between the track centroid and bin centroid itself becomes its own metric of the nonlocality of mixing: this is visualized for $\kappa'_{xx}$ in the idealized WBC jet model in Fig. 6a. Note that, considering that particles are advected by the total flow, which includes both mean flow and eddies, the nonlocality properties depend on both the mean and eddy characteristics. Owing to the strong mean flow inside the jet, here the nonlocality ellipses can be largely due to the mean flow contribution and as such do not necessarily quantify large eddy mixing in this case. Here, we see that this distance is largest within the intense jet, where it approaches a maximum value of the same order as the distance between the inflow and the downstream location of jet stabilization for this particular set of inflowing jet parameters. This indicates significant nonlocality of mixing here. Because of significant distances in key regions, the spatial pattern of $\kappa'_{xx}$ mapped onto the track centroid differs from that mapped onto the bin centroid (Figs. 6b,c) in some important ways. For example, after remapping the diffusivity estimates from the bin to the track centroids, the two distinct regions of elevated $\kappa'_{xx}$ inside the jet, centered around $x = 15$ and $x = 35$, respectively, are both shifted eastward, a consequence of the intense eastward advection of the jet. This eastward shifting of mixing structures within the jet caused by remapping also occurs for the other three components of $\kappa'_{ij}$ (not shown). In contrast, the spatial structure of mixing structures within the recirculation gyres does not change significantly, as the flow there is weaker. The distance between the track centroid and bin centroid has large spatial variability and such remapping has a spatially varying impact on the pattern of mixing structures.

c. Estimating the anisotropy of mixing from mixing ellipses

We expect that the anisotropy inherent in zonally elongated, highly anisotropic systems like jets can lead to asymmetries and spatial heterogeneity not only in the nonlocality of mixing, but also in the mixing rate itself. These asymmetries and heterogeneities could manifest themselves in a number of ways: significant differences in the along-jet versus cross-jet components of the mixing rate, asymmetries in the various components of the full diffusivity tensor more generally, and/or significant spatial variability in the magnitude and anisotropy of mixing rates, for example. In this study we employ mixing ellipses, described below, to quantify the dominant magnitude, anisotropy, and direction of eddy mixing rates and their patterns in space in order to characterize the anisotropy of mixing in this system.

---

**Fig. 6.** (a) The distance between the track centroid and the corresponding adaptive bin centroid in the idealized WBC jet model and a comparison of the spatial pattern of $\kappa'_{xx}$ mapped onto (b) the adaptive bin centroid and (c) the track centroid determined from Eq. (6). Results here are those interpolated from either the adaptive bin or track centroids onto regular grids. No estimates are provided in the western sponge layer ($0 < x < 10$) because of artificial damping there. Annotations denoting key features of the time-mean circulation and EKE distribution are as in Fig. 1.
As a second rank tensor, the diffusivity tensor $k'_{ij}$ can be uniquely decomposed into the sum of a symmetric part $S_{ij}$ and an antisymmetric part $A_{ij}$:

$$k'_{ij} = \frac{1}{2} (k'_{ij} + k'_{ji}) + \frac{1}{2} (k'_{ij} - k'_{ji}) = S_{ij} + A_{ij}. \quad (11)$$

Physically, this decomposition separates the along-gradient component of eddy mixing described by the symmetric diffusivity tensor (the so-called diffusive flux) from the cross-gradient component described by the antisymmetric diffusivity tensor (the so-called skew flux, equivalent to an advection by some divergence-free velocity; see, e.g., Vallis 2006). Given the skew diffusion has no effect on along-gradient fluxes, and hence the irreversible mixing of a tracer, we characterize the anisotropy of mixing via mixing ellipses based on properties of $S_{ij}$ only.

Assuming the four components of $k'_{ij}$ have the same nonlocality property, which qualitatively holds in this idealized model (Figs. 7, 8), we can estimate mixing ellipses as follows: First, we diagnose the diffusivity tensor $k'_{ij}$ from Eqs. (3) and (4) and then we estimate the symmetric part of $k'_{ij}$, that is, $S_{ij}$, from Eq. (11). Next, we define $\sigma^2_x = S_{xx}$, $\sigma^2_y = S_{yy}$, and $\sigma^2_{xy} = S_{xy}$, where $S_{xx}$, $S_{yy}$, and $S_{xy}$ are components of the symmetric tensor $S_{ij}$ in a defined $x$–$y$ coordinate system. Third, similar to our diagnosis of nonlocality ellipses, using $\sigma^2_x$, $\sigma^2_y$, and $\sigma^2_{xy}$, we obtain the variances in the principal axes directions and the orientation of the principal axes frame $\sigma^2_1$, $\sigma^2_2$, and $\theta$, respectively, from Eqs. (9) and (10). Note that, for nonlocality ellipses, we define their semimajor and semiminor axes’ lengths as $\sqrt{\sigma^2_1}$ and $\sqrt{\sigma^2_2}$, respectively, and the unit is consistent with that of distance. Here, for mixing ellipses, we define the semimajor and semiminor axes’ lengths as $\sigma^2_1$ and $\sigma^2_2$. This ensures that the axes lengths have the same units as $k'_{ij}$. Another reason for this choice is that $\sigma^2_2$ can be negative in the area with negative diffusivities and thus defining $\sqrt{\sigma^2_2}$ as the axis length would lead to imaginary values of axis length.

The visualization of mixing ellipses is a useful way to gain insight into the geometry of mixing and its spatial variability: ellipse size illustrates the magnitude of mixing rates, ellipse eccentricity reflects mixing rate anisotropy, and ellipse tilt indicates the dominant mixing direction. As a means of illustration, consider some simple examples. If the mixing rate in the zonal direction is large relative to those in other directions (i.e., $S_{xx}$ is
large relative to the other components of \( S_{ij} \), the mixing ellipse is quasi zonal with a semimajor axis length approximately equal to \( S_{xx} \) and a semiminor axis length approaching zero. If instead \( S_{xx} = S_{yy} \) and \( S_{xy} \approx 0 \) (i.e., mixing is quasi isotropic), the mixing ellipse is quasi circular with semimajor and semiminor axis lengths equal to \( S_{xx} \). Note that the mixing ellipse can also represent negative diffusivities. For example, if \( S_{xx} \) and \( S_{xy} \) are approximately zero, but \( S_{yy} \) is negative, the mixing ellipse’s semimajor axis is quasi zonal with length approaching zero, and its semiminor axis length is negative with a value of \( S_{yy} \). In other words, here negative diffusivity manifests itself as a negative semiminor axis length.

4. Results I: Mixing nonlocality

a. Nonlocality ellipses: Characteristics, spatial patterns, and similarity

A visualization of the nonlocality ellipses for each of the four components of \( \kappa_{ij}^n \) is shown in Fig. 7. To compute these ellipses, we first interpolate \( \sigma_{1x}^2, \sigma_{2x}^2, \) and \( \sigma_{xy}^2 \) at the track centroids onto a regular grid at 0.2-ndlu resolution and then use these values to diagnose the nonlocality ellipses at this same uniform spatial resolution. Figure 7 shows us clearly that the nonlocality ellipses have finite area everywhere in the domain, implying that mixing is nonlocal to some degree in all regions.

A second conclusion from this visualization is that there are several systematic, large-scale patterns in the distributions of nonlocality ellipse characteristics and further that these patterns are largely similar for all four \( \kappa_{ij}^n \) components. For example, the nonlocality ellipses for each \( \kappa_{ij}^n \) component are all relatively large and isotropic in the vicinity of the EKE maximum, a consequence of large values of both \( \sigma_{1x}^2 \) and \( \sigma_{xy}^2 \) for all four \( \kappa_{ij}^n \) components (not shown). Further, across all \( \kappa_{ij}^n \) components, the ellipses tend to be zonally elongated inside the jet in the upstream region (a consequence of extremely large values of \( \sigma_{xy}^2 \)). These results are consistent with the expectation given that in the upstream region the zonal jet...
flow is strong and, as a consequence, particles largely follow the jet and move eastward. In contrast, in the downstream region, the jet flow is relatively weak and the flow field is dominated by eddy motions, which are generated from the jet’s instability upstream and become finite amplitude downstream. Thus, in the downstream region, particles move both zonally and meridionally. A third similarity among all four $\kappa_{ij}^{\nu}$ components is a large-scale pattern of ellipse tilt in the vicinity of the jet in the upstream region, in which the ellipses tend to tilt toward the jet on the jet flanks (a consequence of $\sigma_{xx}^{ij}$ having positive values south of the jet and negative values north of the jet). Note that this pattern is similar to that seen in the eddy covariance ellipses in this region, which is indicative of an eddy momentum flux consistent with eddies stabilizing the jet through a barotropic instability process (see Waterman and Lilly 2015). The relationship between metrics of mixing rate and anisotropy derived from Lagrangian statistics, as is the case here, and Eulerian statistics, as is the case for eddy covariance ellipses, is the subject of ongoing investigation.

The distribution of ellipse characteristics, as well as the degree of similarity in these distributions across all $\kappa_{ij}^{\nu}$ components, is visualized in histograms of ellipse semimajor and semiminor axis length, eccentricity, and tilt in Fig. 8. Here, the high degree of similarity in the distributions of ellipse characteristics across all $\kappa_{ij}^{\nu}$ components is further documented: the lengths of the semimajor axis and semiminor axis for all four $\kappa_{ij}^{\nu}$ components show similar-shaped distributions and range from 0 to 6 ndlus and from 0 to 4 ndlus, respectively (Figs. 8a,b); the ellipse eccentricity histograms for all $\kappa_{ij}^{\nu}$ components all have a single peak near 0.8 and typical values from 0.2 to 1 (Fig. 8c); and finally the distributions of ellipse tilt for all $\kappa_{ij}^{\nu}$ components typically range from $-50^\circ$ to $50^\circ$.

The nonlocality ellipses for $\kappa_{xx}^{\nu}$ do tend to be larger than the other three components of $\kappa_{ij}^{\nu}$ (Figs. 8a,b), consistent with the relatively large equilibration time for $\kappa_{xx}^{\nu}$ (see Fig. 9 and subsequent discussion). Peak values of the distributions of the semimajor and semiminor axis lengths for $\kappa_{xx}^{\nu}$, respectively occurring at 1.8 and 1.6 ndlus, are larger than those for the other three $\kappa_{ij}^{\nu}$ components, which average 1.4 and 1.1 ndlus, respectively (Figs. 8a,b). Figures 7 and 8 thus indicate that at a given location, the four nonlocality ellipses, corresponding to the four components of $\kappa_{ij}^{\nu}$, are similar: their tilt and eccentricity are quasi similar, but their sizes differ. This is further seen via consideration of the standard deviation of the properties of the four ellipses divided by their mean value, a useful metric to quantify the amount of variability among the four nonlocality ellipses at each location (Fig. 10). The percentage of the eccentricity and tilt metrics with values smaller than 0.3 is approximately 70% and 90%, respectively (note smaller values indicate more similarity among the ellipses for each $\kappa_{ij}^{\nu}$ component). In contrast, this percentage for ellipse size is only $\sim 25\%$. These values suggest that the ellipse tilt and eccentricity typically vary little among the four ellipses at each location, however, the ellipse size can vary significantly.

b. Interpretation

1) ON THE SIZES OF NONLOCALITY ELLIPSES

The properties of nonlocality ellipses at a given location for different components of $\kappa_{ij}^{\nu}$ vary because they are inferred from the effective trajectories. These in turn vary across $\kappa_{ij}^{\nu}$ components because they depend on the equilibration time that, owing to anisotropy in the jet...
Flow and eddy properties, varies for different $k_{ij}'$ components. Figure 9 shows this variability via histograms of the equilibration time for each $k_{ij}'$ component. Values of the equilibration time range from 10 to 80 ndtus. The equilibration time corresponding to the peak value of the histogram is 36 ndtus for $k_{xx}'$, 22 ndtus for $k_{yy}'$, 26 ndtus for $k_{yx}'$, and 24 ndtus for $k_{xy}'$. Thus, we expect $k_{xx}'$ to typically have a significantly larger characteristic equilibration time compared to the other three components. As a consequence, we expect the effective trajectories for $k_{xx}'$ to typically cover a larger area than those for the other three $k_{ij}'$ components, and, correspondingly, we also expect the nonlocality ellipses for this component to be larger, as is indeed seen in the model output.

We seek a more quantitative understanding of the controls on nonlocality ellipse size and use the model output to assess the validity of a hypothesized scaling. Given that the area of the nonlocality ellipse represents the spreading area of the particle trajectories within the equilibration time $\tau_{eq}$ and since the particles are advected by a flow field dominated by eddy motions, we assume that the length of the effective trajectories scales as $\tau_{eq}$ times $V_{eddy}$ and thus that the axis length of the nonlocality ellipses scales with $\tau_{eq} V_{eddy}/2$, where $V_{eddy}$ is the time-mean eddy velocity magnitude. If valid, we can then express the square root of the nonlocality ellipse area, a useful metric of the degree of mixing nonlocality, as a function of $\tau_{eq} V_{eddy}$ as follows:

$$\sqrt{\text{non-locality ellipse area}} \approx \alpha \sqrt{\pi \left(\tau_{eq} V_{eddy}\right)/2} + \beta.$$

If particle trajectories were straight lines (and particles were advected only by eddies), we would expect $\alpha = 1$ and $\beta = 0$. However, the convoluted structure of particle trajectories (Fig. 4), arising from the complex spatial–temporal variability of the turbulent flow, suggests that $\alpha$ is likely to be smaller than one.

Scatterplots testing this scaling for the jet model output are shown in Fig. 11. Here, we see that the degree...
of nonlocality indeed increases with the increase of $\sqrt{\pi(\tau_{eq} V_{eddy}/2)^2}$ and the corresponding $R^2$ values, which denote the percentage of the observed values explained by the linear scaling function [Eq. (12)] range from 0.8 to 1.0. These high $R^2$ values indicate that the linear empirical model [Eq. (12)] is a reasonable representation of the degree of mixing nonlocality. To assess how well the value of $\sqrt{\pi(\tau_{eq} V_{eddy}/2)^2}$ captures the magnitude of $\sqrt{\text{non-locality ellipse area}}$, we estimate the values $\alpha$ and $\beta$ from the model data using a least squares fit. The variable $\alpha$ for the four $\kappa_i$ components ranges from 0.6 to 0.7 and $\beta$ ranges from 0.4 to 0.7 ndlus. If we replace $V_{eddy}$ by the total flow magnitude in the scaling, $\alpha$ ranges from 0.1 to 0.2 and $\beta$ ranges from 1.7 to 2.8.

2) ON THE ECCENTRICITY AND TILT OF NONLOCALITY ELLIPSES

We also seek a better understanding of the controls on nonlocality ellipse shape and orientation. As noted previously, we observe a suggestive similarity in the patterns of nonlocality ellipse eccentricity and tilt on the jet flanks with those of the eddy covariance ellipses discussed in Waterman and Lilly (2015). Eddy covariance ellipses are based on the temporally averaged Eulerian eddy momentum fluxes, while the nonlocality ellipses result from the dispersion of Lagrangian particles within the equilibration time. Similarities between these ellipses thus indicate a possible link between Eulerian and Lagrangian quantities.

Motivated by this idea, we compare the tilt and eccentricity of nonlocality ellipses to the tilt and eccentricity of eddy, as well as total flow (mean + eddy), covariance ellipses (hereafter eddy and full momentum ellipses, respectively) in the entire model domain. Details about diagnosing the tilt and eccentricity of these momentum ellipses are provided in appendix A. The $R^2$ values to quantify the degree of correspondence between these ellipse properties are given in Table 1, and scatterplots diagramming the relation between the eccentricity of the nonlocality ellipse with that of the total flow momentum ellipse at each point as a function on nonlocality is shown in Fig. 12. These analyses suggest that there is a reasonable degree of correspondence between nonlocality ellipse and momentum ellipse tilt ($R^2$ values of 0.7 and 0.6 for full and eddy momentum ellipses, respectively) but, in general, a poor correspondence between nonlocality ellipse and momentum ellipse eccentricity ($R^2$ values of 0.1 and 0.0 for full and eddy momentum ellipses, respectively). Figure 12 suggests, however, that the degree of correspondence is a function of the degree of mixing

![Fig. 12. Scatterplot illustrating the relation between the eccentricity of the nonlocality ellipse and the corresponding full momentum ellipse. Color indicates the size of the nonlocality ellipse on a logarithmic scale, a measure of the degree of mixing nonlocality at that point. The black line shows a 1:1 relation. Here, the size and eccentricity of the nonlocality ellipses correspond to the average of the size and eccentricity of four nonlocality ellipses at each location.](image-url)
nonlocality itself, and indeed all $R$-squared values are significantly improved if only locations where the degree of nonlocality (here measured by the area of the nonlocality ellipse) is small (see Table 1). These analyses further show that mixing nonlocality ellipse properties are more closely matched to the properties of the full momentum ellipses compared to those of ellipses derived from the eddy momentum fluxes only. This is consistent with the expectation that it is the total flow (and not just the eddy component) that is important for the dispersion of Lagrangian particles and thus defining the degree of mixing nonlocality. An enhancement of the Lagrangian dispersion by the mean flow shear probably contributes to the relation between Eulerian total flow momentum ellipses and the Lagrangian nonlocality ellipses.

5. Results II: Mixing anisotropy

a. Mixing ellipses: Characteristics and spatial patterns

Figure 13 presents the mixing ellipses for the WBC jet system calculated following the method outlined in section 3c. The values of $S_{ij}$ used for mixing ellipse diagnosis are those mapped onto track centroids and then interpolated to a regular grid at 0.2-ndl unit resolution. When interpreting Fig. 13, one should also take into account the mixing nonlocality information from Figs. 7 and 8, as mixing ellipses are nonlocal and represent mixing in an area characterized by the nonlocality ellipse.

As was the case for the distribution of nonlocality ellipses, here we see there are several systematic, large-scale patterns in the distributions of mixing ellipse characteristics that align with the system’s dynamical regime boundaries. For example, the mixing ellipses tend to be zonally elongated within the jet flow for $10 < x < 20$ and $40 < x < 55$, indicating a large along-jet mixing rate and small cross-jet mixing rate. On the jet flanks in the upstream region ($x < 28$), they are increasingly tilted toward the jet, again consistent with the directionality of the eddy covariance ellipses here, which indicate eddy momentum fluxes consistent with barotropic instability. The negative minor axis of ellipses within the jet downstream, indicated by red color, is consistent with the negative meridional diffusivity there. On the outer edge of the recirculation gyres ($10 < x < 40$ and $5 < |y| < 10$) and inside the jet farther downstream ($x > 50$), the mixing ellipses are relatively large and circular, indicating relatively large and isotropic mixing. Finally, in the wave radiation regime ($10 < |y| < 15$), the mixing ellipses have short axes and are very anisotropic, indicating small and highly directional mixing rates.

A direct visualization of the mixing ellipse anisotropy (diagnosed as the ratio between minor and major axes lengths) is shown in Fig. 14a. The ratio ranges from $-1.2$ to 1.0. Negative ratios correspond to ellipses with positive major axis but negative minor axis, indicating negative diffusivity in the semiminor axis direction. The magnitude of the positive ratios, which varies between zero and one, should be interpreted as quantifying the degree of mixing anisotropy between purely isotropic (ratio

Fig. 13. Mixing ellipses inferred from the symmetric part of the diffusivity tensor. Black ellipses are those with semimajor and semiminor axis lengths both positive. Ellipses in red are those with positive major axis length but negative minor axis length, implying a negative diffusivity in the direction of the semiminor axis. Ellipses are plotted at a resolution of 1.2 ndlu × 1.2 ndlu. Annotations denoting key features of the time-mean circulation and EKE distribution are as in Fig. 1.

Fig. 14. (a) The ratio between the semiminor and semimajor axes lengths of the mixing ellipses, an indicator of the degree of mixing anisotropy. (b) The magnitude of the spatial gradient of $\bar{q}$ on a logarithmic scale, where $\bar{q}$ is the time-mean PV defined in Eq. (14). The unit of $\bar{q}$ is ndtu$^{-1}$. Annotations denoting key features of the time-mean circulation and EKE distribution are as in Fig. 1.
magnitude of one) and purely unidirectional (ratio magnitude of zero). Mixing is most anisotropic inside the intense jet ($x < 55$; with the exception of just upstream of the EKE maximum where the diffusivity is negative in the semiminor axis direction) and the wave radiation region, particularly to the west of $x = 55$. This anisotropy is underpinned by the dominant mean zonal flow of the jet, and the rectilinear linear wave motions (in particular the long westward-propagating waves sourced in the jet’s meandering centered at the EKE maximum), respectively. In contrast, mixing tends to be isotropic inside the recirculation gyres and in the far downstream region.

b. Interpretation

1) REGIME 1: WITHIN THE JET FLOW

The mixing ellipse characteristics are highly variable inside the jet and on its flanks along the jet axis from $x = 10$ to $x = 60$. Here, mixing ellipses evolve from being strongly zonally elongated (indicated enhanced along-jet mixing/suppressed cross-jet mixing) in the upstream unstable jet regime where the zonal jet flow is the strongest ($x \approx 20$) to having negative minor axis (indicating, in this case, negative meridional/cross-jet diffusivity) in the region of jet stabilization ($20 \leq x \leq 40$) to being zonally elongated again downstream ($40 \leq x \leq 50$). Further downstream, they develop a tilt and become increasingly circular (indicating an increasing contribution of meridional/cross-jet mixing).

These patterns are largely qualitatively consistent with mixing features inside the KE jet identified using a realistic global eddying model at 0.1° resolution by Chen et al. (2014b). In this realistic KE jet model, cross-jet mixing within the intense KE jet was found to be small relative to the along-jet mixing rate, consistent with the zonally elongated mixing ellipses seen here at $x < 20$. Further, negative cross-jet diffusivities/upgradient eddy tracer fluxes were observed, consistent with the negative minor axis lengths of mixing ellipses diagnosed at $20 < x < 40$. Finally, relatively large cross-jet eddy diffusivities in the downstream region (large relative to their upstream magnitudes) were noted, consistent with the relatively isotropic mixing ellipses seen here in the downstream jet region ($x > 50$).

The highly zonally elongated mixing ellipses/small cross-jet mixing rates within the jet west of $x = 20$ can be interpreted using the critical layer theory originating from Green (1970). This theory suggests that, if the mean flow magnitude differs significantly from that of the eddy phase speed along the mean flow direction, cross-jet mixing can be suppressed (e.g., Green 1970; Killworth 1997; Ferrari and Nikurashin 2010; Klocker et al. 2012a; Klocker and Abernathey 2014). Chen et al. (2014b) explains the suppression of mixing within the upstream region of the realistic model KE jet using this idea and found that it was relevant to mixing in the intense KE jet in the region away from topography. Here, we estimate the along-jet phase speed using the Radon approach [see Chen et al. (2014b) for a description] and also find that within the jet west of $x = 20$, the phase speed greatly differs from the mean flow magnitude. Specifically, in this area ($x < 20$ and $|y| < 5$), the averaged eddy phase speed along the mean jet direction is only $-0.05 \, \text{nmlu/ndtu}$ (with the negative value indicating that eddies propagate upstream relative to the mean flow), a small fraction of the averaged mean flow magnitude here equal to 0.34 nmlu/ndtu. Thus, cross-jet mixing suppression arising from strongly mismatched mean flow and eddy phase speed magnitudes appears a reasonable explanation for the mixing suppression observed. Note that besides the mismatch between mean flow and eddy phase speed, the strong eddy anisotropy within the jet west of $x = 20$ could also contribute to the mixing anisotropy here. The ratio between $u^2$ and $v^2$ averaged over the area $x < 20$ and $|y| < 5$ is as large as 4.9 because of the strong meridional gradient of the background potential vorticity there.

Negative values of particle-based, cross-jet eddy diffusivities have been identified in both a realistic western boundary current jet analyzed by Chen et al. (2014b) and the idealized jet in this study. As pointed out by Chen et al. (2014b), Lagrangian and Eulerian eddy diffusivities are consistent if the Lagrangian diffusivity converges (e.g., Davis 1987, 1991; Griesel et al. 2010). Therefore, since Eulerian eddy diffusivities have been found to be negative in the area with upgradient eddy tracer fluxes, it is unsurprising that Lagrangian eddy diffusivities are negative. Chen et al. (2014b) provide an interpretation of negative Lagrangian eddy diffusivity from the particle perspective. In brief, the integrand of Eq. (4), the autocorrelation, can have both positive and negative lobes. If negative lobes cover a larger area than positive ones, Lagrangian eddy diffusivity can be negative. The suppression of cross-jet mixing, that is, the mismatch between mean flow magnitude and eddy phase speed along the mean flow direction contributes to the occurrence of negative lobe. Section 6 from Chen et al. (2014b) provides more details.

The evolving structure of mixing ellipses within the jet flow is also consistent with the along-jet evolution of the jet’s dynamics, as discussed in Waterman and Jayne (2011) and Waterman and Hoskins (2013) in a number of significant ways. For example, in the upstream region, the unstable jet is narrow and sharp, imposing a strong PV barrier to cross-jet mixing (Dritschel and McIntyre 2008). Second, the occurrence of negative ellipse
semiminor axis lengths from $20 \leq x \leq 40$ is consistent with upgradient eddy momentum fluxes on the jet flanks in the upstream jet region ($12 \leq x \leq 25$) and in the downstream wave radiator region ($x \geq 28$). We note that the exact collocation of regions of negative diffusivity diagnosed here and regions of upgradient eddy fluxes are not necessarily expected given the significant non-locality of mixing inside the jet, which may obscure the distinct transitions between mixing regimes as diagnosed by the mixing ellipse metric.

2) REGIME 2: WAVE RADIATION REGION

As noted above, previous studies of the WBC model (e.g., Waterman and Jayne 2011; Waterman and Hoskins 2013) have argued that the strong meandering of the stabilized jet downstream acts effectively as a localized wave maker in the vicinity of the EKE maximum, radiating Rossby waves that propagate away from the jet. In the model run considered here, we can clearly see these waves in instantaneous snapshots of the streamfunction field, where they appear as the dominant flow field feature outside of the jet and time-mean recirculation gyres (Fig. 15). In this region, the mixing ellipses are relatively small, anisotropic, and roughly align with the wave streamfunction (Figs. 13, 14, 15). This is consistent with an eddy field model consisting of a single propagating wave, in which eddy motions align with the wave streamfunction contours, and thus mixing only occurs in the direction perpendicular to the wave-number vector. This alignment is also predicted by an application of the multiwavenumber mixing theory from Chen et al. (2015b) to the idealized single wave scenario (see appendix B). Note that our results here also indicate that a single propagating wave can also mix properties in the direction aligned with the wave streamfunction.

3) REGIME 3: RECIRCULATION GYRE REGION

Inside the time-mean recirculations, the time-mean PV gradient is small, and PV is quasi homogenized (Fig. 14b). The mechanism of the time-mean PV homogenization is introduced by Rhines and Young (1982). The relatively isotropic mixing ellipses in this region, shown in Figs. 13 and 14a, are consistent with the small time-mean PV gradient here (Fig. 14b). The detailed rationale is as follows: The total flow can be decomposed into a time-mean part, denoted by $\bar{c}$, and an anomaly component, denoted by $c'$. Following previous studies (e.g., Wang et al. 2013), assuming the time-mean basic state is forced by the steady inflow at the western boundary, we can rewrite the model’s governing equation [Eq. (2)] as

$$\frac{\partial}{\partial t} \nabla^2 \psi + J(\bar{\psi} + \psi', \nabla^2 \psi') + J(\psi', \bar{\psi}) = -R\nabla^2 \psi'. \quad (13)$$

Here, $\bar{\psi}$ is the time-mean streamfunction, and $\bar{\psi}$ is the time-mean PV:

$$\bar{\psi} = \beta y + \frac{\partial}{\partial x} \bar{v} - \frac{\partial}{\partial y} \bar{u}, \quad (14)$$

where $\bar{u}$ and $\bar{v}$ are time-mean zonal and meridional velocities. In the linear limit, the eddy phase speed along the mean flow direction is
\[ C_{\text{eddy}} = \sqrt{\bar{\tau}^2 + \bar{v}^2} - \frac{\tau_{x} k}{k^2 + \ell^2}, \]  

where \( \tau_{x} \) is the time-mean PV gradient in the across-mean flow direction, and \( k \) and \( \ell \) are wavenumbers in the along- and across-mean flow directions, respectively. In the recirculation gyre region, \( \tau_{x} \) is quasi homogenized and thus \( q_{x} \) is approximately zero. Therefore, eddies do not propagate relative to the mean flow. That is, they are simply advected by the mean flow. In this scenario, critical layer theory indicates that mixing across the mean flow direction is not suppressed (e.g., Ferrari and Nikurashin 2010), and mixing is quasi isotropic.

If we assume that the spatial scale of the \( \bar{u} \) and \( \bar{v} \) variation is large, then in the recirculation gyre region, Eq. (13), with negligible \( J(\psi', \bar{\tau}) \) caused by PV homogenization, is Galilean invariant (Chen and Flierl 2015). That is, in the moving coordinate \((x' = x - \bar{u} t, y' = y - \bar{v} t)\), Eq. (13) is reduced to the two-dimensional turbulence equation with neither \( \beta \) effect nor mean flow (Chen and Flierl 2015), and eddies in this system are isotropic (Rhines 1979). Note that this work provides a discussion about particle-based mixing anisotropy in a recirculation gyre, which involves closed streamlines. For discussions about how passive scalars (e.g., potential vorticity) mix within closed streamlines, readers can refer to Rhines and Young (1983).

6. Summary and discussion

Using a barotropic, QG model with a jet flow injected from the western boundary, we have examined various properties of eddy mixing in this zonally evolving jet system using analyses derived from the dispersion of numerical particles, specifically the nonlocality of mixing and mixing anisotropy. The parameters of the model setup are based on a typical WBC jet, and eddy–mean flow processes in this model are relevant to realistic WBCs (e.g., Waterman and Jayne 2011; Waterman et al. 2011). This work complements our previous fundamental understanding of the role of eddies in barotropic jet systems (e.g., Waterman and Jayne 2011) by considering Lagrangian and mixing perspectives.

To assess the nonlocality of mixing, we estimated nonlocality ellipses, which depict the spreading distance of particles for converged diffusivity estimates. We found that the size, shape, and tilt of these ellipses have strong spatial variability. However, at a given location, the four nonlocality ellipses corresponding to the four components of \( \kappa_{ij} \) are similar. For a jet dimensionalized to mimic the Kuroshio Extension, the nonlocality ellipses are characterized by dimensional semimajor and semiminor axis lengths ranging from 0 to 240 and from 0 to 160 km, respectively. The dimensional equilibration time of the diffusivity tensor was found to range from 5 to 40 days. Despite the simplicity of this barotropic, QG model, these numbers are on the same order of magnitude as those diagnosed in the Kuroshio Extension region from a realistic global eddying model (Chen et al. 2014b). Our simple model indicates the degree of mixing nonlocality in this system scales with the equilibration time and eddy velocity [Eq. (12)].

The characteristics of mixing ellipses depend on the flow regime. In the wave radiation region, mixing ellipses are elongated and align with the wave streamfunction. These ellipse characteristics can be explained by a simple mixing theory based on the linear and homogeneous assumption (appendix B). In the recirculation gyre region, the time-mean PV is roughly homogenized, leading to quasi-isotropic turbulence and mixing ellipses. Mixing ellipses within the jet flow have strong zonal variability. In the upstream region of the jet, ellipses are zonally elongated because of the suppression of cross-jet mixing by the intense jet and the anisotropy of eddy velocity. Inside the jet downstream, eddy fluxes are upgradient (e.g., Waterman and Jayne 2011), and consistently cross-jet eddy diffusivities are negative. Thus, the minor axis of ellipses has negative length. Inside the jet farther downstream, cross-jet eddy diffusivities switch from being negative to being positive, and ellipses are zonally elongated because of the small values of cross-jet eddy diffusivities as they change from negative to positive. Similar to nonlocality ellipses, eddy diffusivities in this idealized model also have similarities to those in a realistic model of the Kuroshio Extension (Chen et al. 2014b), such as negative cross-jet eddy diffusivities in the area with upgradient eddy PV fluxes and the smaller ratio between cross-jet and along-jet eddy diffusivities in the intense jet area.

This work illustrates how to estimate nonlocality ellipses and mixing ellipses in a jet system. We extended the clustering adaptive bin approach (e.g., Chen et al. 2014b) by taking into account the fast advection of the jet and mixing nonlocality. The method we use here differs from that in Chen et al. (2014b) in the following aspects: 1) estimating as local as possible diffusivities by choosing the time integration limits in the diffusivity calculation to be a function of the equilibration time of \( \kappa_{ij} \), 2) using forward pseudo-trajectories only, 3) remapping the diffusivity estimate from the bin centroid to the track centroid, and 4) extending diffusivity estimates from its along-/cross-jet components to the full diffusivity tensor. This work also reveals that, to thoroughly quantify mixing, one must characterize both the diffusivity tensor and the mixing nonlocality.

This work can be extended in several avenues. First, it would be useful to evaluate the sensitivity of mixing
properties to the choice of model parameters, such as
the meridional gradient of planetary vorticity and
bottom friction. Second, the methodology to estimate
nonlocality and mixing ellipses presented in this work
can also be applied to other geophysical scenarios (e.g.,
realistic global eddying models and satellite observa-
tions of both the atmosphere and the ocean). For ex-
ample, the model employed in this study, though
proven to be very useful, does not take into account
baroclinicity or the effect of eddies and waves propa-
gating into the WBC from other parts of the ocean. A
more realistic model, for example, the multiple-layer
double gyre model that Kamenkovich et al. (2015)
chose to study mixing, would help us to evaluate the
effect of these factors on mixing properties. An un-
derstanding of the degree of mixing nonlocality ob-
tained from these efforts would be useful for further
improvement of eddy parameterization schemes. Third,
umerical particles are analogous to passive tracers,
which have negligible diffusion and sources/sinks. How-
ever, key climate tracers (e.g., carbon and heat) are not
passive. The dependence of mixing nonlocality on the
tracer type is still to be revealed. Fourth, the dependence
of mixing anisotropy on flow regime is still to be assessed
in realistic ocean scenarios. Finally, the diagnosis of
nonlocality ellipses, computed here for single-particle
diffusivity estimates, can be extended to the case of rel-
ative dispersion.

Results in this study have implications for eddy pa-
rameterizations in the ocean components of standard
climate models, whose resolutions are too coarse to
resolve all the eddies. First, most eddy parameteriza-
tions are based on the local assumption, that is, they
link eddy tracer fluxes with the local large-scale tracer
gradient only. However, if the model resolution is finer
than the length of the major/minor axis of the non-
locality ellipse, the local assumption inherent in stan-
dard eddy parameterization schemes is not valid. Yet,
realistically including the nonlocality effect in eddy
parameterizations is challenging and more work needs
to be done: 1) the degree of nonlocality varies with both
space and the component of \( \kappa_{ij} \), even in this idealized
model and 2) the relation between the nonlocality el-
lipses and the local Eulerian diffusivities used in
coarse-resolution models can be complicated. Second,
consistent with Wilson and Williams (2006), in both
realistic simulations (Chen et al. 2014b) and this ide-
alized barotropic QG model, negative diffusivities are
prevalent in the regions of eddy energy decay (e.g.,
western boundary current extensions). The prevalence
of negative diffusivities indicates that we should con-
sider their effect in coarse-resolution climate models.
Third, strong anisotropy of mixing inside the jet and in
the wave radiation region suggests there is a need to
implement an anisotropic mixing coefficient in coarse-
resolution models.
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APPENDIX A

Eccentricity and Tilt for Momentum Ellipses

For the convenience of the reader, here we briefly
illustrate how to estimate the eccentricity and tilt of
momentum ellipses from momentum fluxes.

a. Eddy momentum ellipses

Waterman and Lilly (2015) discuss the eccentricity
and tilt of the variance ellipse, termed here the eddy
momentum ellipse. In brief, the derivations of ellipse
properties start from the horizontal velocity covariance
matrix:

\[
\mathbf{M}_e = \begin{bmatrix}
\overline{u'^2} & \overline{u'v'} \\
\overline{u'v'} & \overline{v'^2}
\end{bmatrix},
\]

where \( \overline{\cdot} \) denotes the temporal average, and \( \overline{\cdot}' \) denotes
the deviation from the time mean. As discussed in
Waterman and Lilly (2015), \( \mathbf{M}_e \) defines an ellipse. Here, we define its semimajor axis length as \( a_e \), its semiminor
axis length as \( b_e \), and the angle of the major axis mea-
sured anticlockwise from the positive \( x \) direction as \( \theta_e \). The terms \( a_e \), \( b_e \), and \( \theta_e \) can be obtained following the
procedure from Preisendorfer (1988) and Morrow et al.
(1994). The eccentricity of this ellipse \( E_e \) measures el-
lipse anisotropy and is given by

\[
E_e = \frac{a_e^2 - b_e^2}{a_e^2 + b_e^2} = \frac{\sqrt{(u'^2 - v'^2)^2 + 4(u'v')^2}}{u'^2 + v'^2}. \tag{A2}
\]

The ellipse tilt \( \theta_e \) can be obtained from

\[
\tan(\theta_e) = \frac{\sigma_{2e} - \overline{u'v'}}{\overline{u'^2} - \overline{v'^2}}, \tag{A3}
\]

where

\[
\sigma_{2e}^2 = \frac{1}{2} \left[ \overline{u'^2} + \overline{v'^2} + \sqrt{(\overline{u'^2} - \overline{v'^2})^2 + 4(\overline{u'v'})^2} \right]. \tag{A4}
\]
b. Total momentum ellipses

For the total momentum ellipse, one derives the ellipse properties from the matrix

\[
M_i = \begin{bmatrix}
\bar{u}^2 & \bar{uv} \\
\bar{uv} & \bar{v}^2
\end{bmatrix}.
\]  

(A5)

Again, following Preisendorfer (1988), we can obtain an ellipse semimajor axis length \(a_i\), semiminor axis length \(b_i\), and tilt \(\theta_i\), which is the angle of the major axis measured anticlockwise from the positive \(x\) direction. The tilt \(\theta_i\) can be obtained from

\[
\tan(\theta_i) = \frac{\sigma_{1,1}^2 - \sigma_{1,2}}{\sigma_{2,2}}.
\]  

(A6)

where

\[
\sigma_{1,1}^2 = \frac{1}{2} \left[ (\bar{u}^2 + \bar{v}^2 + \sqrt{(\bar{u}^2 - \bar{v}^2)^2 + 4(\bar{uv})^2}) \right].
\]  

(A7)

The eccentricity \(E_c\) measures the anisotropy of the total momentum ellipse, and it is given by

\[
E_c = \frac{a_i^2 - b_i^2}{a_i^2 + b_i^2} = \sqrt{\frac{(\bar{u}^2 - \bar{v}^2)^2 + 4(\bar{uv})^2}{\bar{u}^2 + \bar{v}^2}}.
\]  

(A8)

### APPENDIX B

#### A Mixing Ellipse Theory for the Wave Radiation Regime

In the linear and homogeneous system, if the eddy field can be approximated as a single propagating wave (as is the case in the wave radiation regime), the minor axis length of the mixing ellipse approaches zero, and the major axis aligns with the eddy streamfunction contours and thus is perpendicular to the wavenumber vector. Derivation details follow.

Chen et al. (2015b) shows that, if the mean flow is spatially and temporally constant and the eddy velocity magnitude is much smaller than the mean flow magnitude, the eddy diffusivity tensor \(\kappa_{ij}\) is linked with the frequency–wavenumber spectra of the eddy velocity:

\[
\kappa_{ij}^{\text{theory}}(x) = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{u',u'}(k', l', \omega, x) \, dk' \, dl',
\]  

(B1)

where \(S_{u',u'}(k', l', \omega, x)\) is the frequency–wavenumber cross spectrum for the eddy velocities in a regular geographic patch centered at the location \(x\). The terms \(\bar{u}\) and \(\bar{v}\) are mean flow velocities in the zonal and meridional direction, \(u'\) denotes the eddy velocity components, and \(k'\) and \(l'\) are zonal and meridional wavenumbers.

Now consider the case in which the eddy flow has a single wave form:

\[
\psi'(x, y, t) = \Re \{ a(t) \exp[i(kx + ly)] \},
\]  

(B2)

where \(\psi'\) is the eddy streamfunction. In this idealized scenario, the spectra for the eddy velocity can be derived from the spectra of \(\psi'\), that is, \(S_{\psi'}:\)

\[
S_{u',u'}(k, l, \omega, x) = \frac{k^2}{4\pi} S_{\psi'}(k, l, \omega, x),
\]  

(B3)

\[
S_{v',u'}(k, l, \omega, x) = -k l S_{\psi'}(k, l, \omega, x).
\]  

(B4)

Substituting \(S_{u',u'}\) from Eqs. (B3) and (B4) into Eq. (B1) gives

\[
\kappa_{ij}^{\text{theory}}(x) = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{\psi'}(k', l', \bar{\omega}k' + \bar{v}l', x) \, dk' \, dl',
\]  

(B5)

and

\[
\kappa_{yy}^{\text{theory}}(x) = k^2 \Pi, \quad \text{and}
\]

\[
\kappa_{xy}^{\text{theory}}(x) = -k \Pi.
\]  

(B6)

Section 3c describes how to infer the mixing ellipse properties from \(\kappa_{ij}\). Following section 3c and using Eqs. (B5) and (B6), we can obtain the length of semimajor axis \(\sigma_1^2\), the length of semiminor axis \(\sigma_2^2\), and the angle of the major axis measured anticlockwise from the positive \(x\) direction \(\theta\). The results are

\[
\sigma_1^2 = (k^2 + l^2) \Pi, \quad \sigma_2^2 = 0, \quad \text{and} \quad \tan\theta = -\frac{k}{l}.
\]  

(B7)

Note that \(K = ki + j\) is the wavenumber vector for the wave field. Since \(\tan\theta = -k/l\), the major axis of the mixing ellipse is perpendicular to the wavenumber vector and thus aligns with the contour of the eddy streamfunction \(\psi'\).
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